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Abstract: Civil society organisations (CSOs) have been gradually expanding their role in monitoring 
the Code of Conduct jointly developed in 2016 by the European Commission and four large social 
media platforms to counter online hate speech. While their function was initially limited to 
collecting data and transmitting it to the EU executive, over the years CSOs have not only 
expressed critical views on the “monitoring exercise” designed to assess the agreement’s 
effectiveness but also devised ways to support their claims and elevated their involvement in the 
functioning of the mechanism. Drawing on data from two surveys carried out in 2019 and 2022, 
over twenty interviews conducted in the same timeframe, as well as reports published by these 
organisations, this paper provides insights into the evolution of CSOs’ perceptions on the matter 
and examines how this category of players became closely embedded in the operational side of the 
Code of Conduct. The evidence presented suggests that civil society has expanded its role beyond 
the specific task initially entrusted to it by the Commission. Yet, despite this shift, CSOs’ role 
remains limited to that of a third-party participant, an expression that reflects both the reality and 
the limitations of their role within the co-regulatory scheme. 
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This paper is part of Content moderation on digital platforms: beyond states and firms, a 
special issue of Internet Policy Review guest-edited by Romain Badouard and Anne Bellon. 

Introduction 

In May 2016, Facebook, Twitter,1Microsoft and YouTube undersigned the “Code of 
Conduct to counter illegal hate speech online”, promoted by the European Com-
mission. In this voluntary, three-page document, the companies agreed to 12 com-
mitments, chief among them the review within 24 hours of the majority of content 
reported as hate speech by their users, and its removal if it indeed fell within this 

category. Since then, eight other firms have successively joined the initiative.2 

With the aim of creating an incentive for the platform companies to implement 
their commitments, the Commission attached a “monitoring exercise” (ME) to the 
Code in the months following its adoption. This exercise has taken place for about 
six weeks on a yearly basis. It involved civil society organisations (CSOs) reporting 
instances of hate speech to the firms. Importantly, when flagging this content, they 
first do it through the platform’s reporting tools under the guise of regular users. If 
the company ignores their initial notice, they start the process over, this time 

through specific means reserved to “trusted flaggers”.3CSOs register the compa-
nies’ responses – if any – and then transmit their data to the Commission, which 
incorporates it in a publicly available annual report. 

Over time the number of involved organisations grew from 12 in the first round, 
carried out at the end of 2016, to 36 from 21 different states in the seventh, at the 
beginning of 2022. At the time of writing, no ME rounds have taken place since 
then, as negotiations for a renewed version of the Code started in March 2023 to 
align it with the formal requirements established by the Digital Services Act for 
codes of conduct (European Commission, 2023, p. 8). Though the new Code has 
been approved by mid-2024, it has not been released yet. 

1. Throughout this paper, I use the names that these two companies (now Meta and X, respectively) 
had at the time when the document was negotiated, to maintain consistency with their designation 
in the primary sources I use. 

2. Instagram, Snapchat and Dailymotion joined the Code in 2018, Jeuxvideo.com in 2019, TikTok in 
2020, LinkedIn in 2021 and finally Rakuten Viber and Twitch in 2022. 

3. Trusted flagger, also known as “trusted reporter”, is a status granted by digital platforms to selected 
CSOs, providing them with direct communication channels and, ostensibly, a more expedited han-
dling of reported cases. While this status was institutionalised in the Digital Services Act, adopted 
in the EU in 2022, the practice has existed since at least 2012 as a result of a YouTube initiative, 
soon imitated by other companies (Gillespie, 2018, p. 131). 
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The Code of Conduct has caught the attention of researchers, who explored its im-
pact on freedom of expression (Bukovská, 2019; Kuczerawy, 2017; Quintel & Ull-
rich, 2018), on the companies’ activities in policing hate speech (Alkiviadou, 2019; 
Aswad, 2016; Cavaliere, 2019), on the intersection of both dimensions (Coche, 
2018) or on the power balance between public actors and private digital compa-
nies (Michalon, 2024, p. 97). In contrast, the role of civil society organisations in 
the monitoring system appears to have been overlooked in scholarship so far. 

This gap can be explained by the fact that the CSOs’ most visible contribution to 
the Code’s ME was limited to collecting data on the responses they received from 
the platform companies and transmitting it to the Commission, which could be re-
garded as merely instrumental at first sight. However, this role should not be un-
derestimated for at least two reasons. First, the fact that these figures come from 
independent organisations specialised in combating hate speech online lends ex-
pertise (Facing Facts, 2022, p. 19; Klingvall, 2023a) and additional legitimacy (Gor-
wa, 2019, p. 13) to the entire evaluation mechanism. Second, the reports periodi-
cally published by the Commission fully rely on data supplied by CSOs. As these 
reports are key to determining whether the scheme is functioning as intended, the 
significance of the underlying data cannot be overstated, especially given that 
both the Commission and platform companies have a vested interest in delivering 
results that support the Code’s effectiveness in producing the expected outcomes. 

Beyond this formal and key role in the ME, CSOs have found ways to move past 
this form of participation. Notably, the International Network Against Cyber Hate 
(INACH), a network of over 30 CSOs, has gradually become more embedded in 
some logistical aspects of the ME operation, transcending a data-collection role. 
Additionally, CSOs have been openly advocating for improving the monitoring ex-
ercise that they know well from the inside thanks to their direct participation in it. 
In addition to making these calls certain groups have even taken concrete steps to 
support their criticisms by separately collecting empirical evidence of the ME’s 
weaknesses and shortcomings. 

All these aspects, which I elaborate on in this paper, provide compelling reasons to 
consider CSOs when studying the Code of Conduct. Including these actors not only 
offers a more comprehensive understanding of the scheme but also a more accu-
rate one, challenging the common notion that this is fundamentally a bilateral 
scheme involving the Commission on one side and a few digital companies on the 
other. While this characterisation was valid during the drafting of the Code’s con-
tent (Gorwa, 2019, p. 7), adhering to it overlooks the role of CSOs as an increasing-
ly relevant third party in its implementation process. 

3 Michalon



This paper interrogates the CSOs’ take and impact on the Code’s monitoring exer-
cise: first, how have civil society organisations been assessing its effects over 
time? Second, to what extent have they managed to play an active role within and 
beyond their data-collection role? The answers to these questions are meant to al-
low for broader inferences regarding the system of co-regulation of hate speech 
content in the European Union. 

After outlining the theoretical background and methodology, this article analyses 
CSOs’ perceptions on the Code of Conduct from a dynamic perspective by compar-
ing survey results and interviews conducted in 2019 and 2022. It then examines 
the separate monitoring exercises implemented by various groups of organisations 
to offer an alternative account of the platform companies’ performance in address-
ing hate speech. Further, this paper provides insights into recent developments 
that, by entrusting an umbrella group of CSOs with new key functions in the ME’s 
operation, have decisively shifted the Code away from a two-sided model of coop-
eration. Finally, it concludes by qualifying the nature of the CSOs’ role within this 
coregulatory framework. 

Section 1 – Theoretical framework and methodology 

1.1 The Code of Conduct as a co-regulatory mechanism 

While the Code of Conduct has been developed by a few platform companies, the 
Commission was closely involved in promoting it in the first place, in the negotia-
tion process over its content, and ultimately in designing the mechanism to moni-
tor its implementation by the participating firms. Given that the Commission has 
played a key role on several key aspects of the Code, I argued elsewhere that the 
Code fundamentally constitutes a co-regulatory instrument (Michalon, 2024, p. 
149) rather than a self-regulatory one as some authors (Quintel & Ullrich, 2018) or 
even the Commission (European Commission, 2019) have argued. 

I identified two main threads of definitions for “co-regulation”. On the one hand, 
some authors define it as a mechanism involving a regulator belonging to public 
authorities and private actors from the regulated sector (see for instance Hirsch, 
2011, p. 441; Horowitz, 2024, p. 16; Kleinsteuber, 2004, p. 63). This is what I refer 
to here as a bilateral understanding of co-regulation. On the other hand, other re-
searchers consider a broader range of participants, including actors from civil soci-
ety (Finck, 2017, p. 15; Marsden, 2004, p. 80; Rubinstein, 2018, p. 504; Yasuda, 
2016, p. 430), which Steurer (2013, p. 398) designated as tripartite co-regulation. I 
refer to it as a multilateral conception of co-regulation, so as to mark the contrast 
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with the bilateral approach mentioned earlier, and to allow for the potential inclu-
sion of actors from more than three categories. 

Notably, the threshold for being considered of a co-regulatory nature is lower in 
the bilateral view, as it is reached as soon as both public and private actors play a 
meaningful role in the regulatory scheme. While this approach does not discard 
participation from other actors, it does not require such additional participation for 
the system to be of a co-regulatory nature. However, it is also worth clarifying that 
the involvement of a third category of actors from civil society would not negative-
ly affect its characterisation as co-regulation, as long as the fundamental condition 
of having both public and private actors playing a regulatory role is met. In con-
trast, the multilateral approach to co-regulation places the threshold higher, as the 
participation of actors of a third kind – typically, civil society, becomes a strict re-
quirement to reach it. 

By exploring the CSO’s evolving role within the Code of Conduct and its limits, my 
research aims to demonstrate that this bounded involvement of civil society is in-
dicative of the scope and nature of the co-regulatory mechanism under study. 

1.2 An empirical method mostly based on primary sources 

This research aims to gather empirical evidence on CSOs’ perceptions of the Code’s 
monitoring exercise, and on the scope and limits of their role within the evaluation 
scheme. To achieve this, I combine qualitative information from interviews with 
quantitative data collected through two online surveys. 

Between January and April 2019, in the context of broader research, I conducted 
interviews with representatives from public authorities, digital companies, and 
CSOs, most of which took place in person. In May-June 2022, I held a second round 
of interviews, this time exclusively online and with CSOs representatives, aligned 
with the specific focus of this study. To respect the anonymity requested by several 
interviewees, I refer to all participants solely as members of their respective or-
ganisations. 

TABLE 1: Interviews conducted in the 2019 and 2022 rounds 

JANUARY-APRIL 2019 
INTERVIEWS 

MAY-JUNE 2022 
INTERVIEWS 

Platform companies 

- Google (French office) 
- Google (Belgian office) 
- Dailymotion (French office) 
- Facebook (French office) 

CSOs 

- Centre for Peace 
Studies (Croatia) 
- Active Watch (Romania) 
- Háttér (Hungary) 
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JANUARY-APRIL 2019 
INTERVIEWS 

MAY-JUNE 2022 
INTERVIEWS 

Public authorities 

- European Commission 
- European Commission 
- European Commission 
- DILCRAH (France) 

- DigiQ (Slovakia) 
- LICRA (France) 
- Never Again 
Association (Poland) 
- Romea (Czech Republic) 
- INACH (international): 
three interviews CSOs 

- LICRA (France) 
- UNIA (Belgium) 
- INACH (international): two 
interviews, both online 

In addition to these direct conversations, I conducted an online survey between 
April and July 2019, followed by a second one in April-May 2022. In both cases, I 
sent questionnaires to any organisations meeting these conditions: 

• Being listed among the participants in the ME, according to the latest 
report on the Code’s implementation published by the Commission prior to 
each survey4 

• Having reported at least five pieces of content according to the 
corresponding report on the Code’s implementation 

• Formally being a civil society organisation, as opposed to a specialised 
government agency5 

On both occasions, I sent individual emails to the eligible CSOs to describe the 
purpose of the consultation and provide the hyperlink to the Google Forms-based 
survey. The questionnaire was intentionally short, with six questions in 2019 and 
seven in 2022, almost identical in both editions to allow for inferences from the 
observed evolutions. Without a response within a week, I issued a written re-
minder and then resorted to phone calls when necessary (see Table 2). 

TABLE 2: Broken-down count of CSOs considered, contacted and participating in the surveys 

2019 2022 

- Organisations of any kind involved in the latest ME 39 35 

- Civil society organisations involved in the latest ME 32 31 

- CSOs having reported at least five pieces of content in the latest ME 30 29 

4. Respectively, the fourth implementation report issued in February 2019, and the sixth issued in 
October 2021 (European Commission, 2019, 2021). 

5. A small number of organisations involved in the monitoring exercises were not CSOs but public 
bodies belonging to the state administration. Three organisations were in this case in 2022: 
PHAROS (a governmental platform that collects users notices in France), and the Spanish Ministry 
of Interior and the Spanish Observatory on Racism and Xenophobia (OBERAXE) (European 
Commission, 2021, p. 5). 
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2019 2022 

- Answers received 27 24 

- Answers considered valid6 27 23 

Thus, my surveys enabled me to collect responses from 90% (27/30) and 79.3% 
(23/29) of the eligible CSOs in 2019 and 2022 respectively. This slight decline may 
be attributed to the fact that, by coincidence, my 2022 survey partially overlapped 
with that year’s ME. In this context, personnel may have been busier – especially 

in small organisations7– or reluctant to answer questions about an ongoing 
process. 

Additionally to these first hand sources, I complemented my research with an 
analysis of public reports issued by the Commission and by CSOs, outlining the 
outcomes of various types of monitoring exercises. 

Section 2 – CSO’s views on the monitoring exercise: 
sceptical on outcomes, hopeful on process 

2.1 Questions and concerns regarding the monitoring exercise’s 
representativeness 

I define the ME’s representativeness as the extent to which the figures obtained 
through this evaluation system reflect the platforms’ actual and usual behaviour 
towards hate speech. To assess CSOs’ perceptions of whether the ME properly cap-
tures how companies treat this type of content, I included the following question 
in both surveys: 

Do you consider that the reports on the implementation of the Code of Conduct provide 
an accurate representation of the way hate speech is being dealt with on a regular ba-
sis by the platforms? 

The responses consistently indicate that most CSOs perceive the monitoring exer-
cise as having a medium to medium-low level of representativeness (see Graph 1). 

6. In 2022, I had to set aside the input from a CSO because of a pattern of inconsistencies in its 
answers and for failing the “control question” that I had included to detect responses from 
unqualified people in the organisation. 

7. As I explain in Section 4, CSOs overwhelmingly describe the ME as particularly demanding on their 
capacities. 
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GRAPH 1: Distribution of CSOs’ assessments of the monitoring exercise’s representativeness. 
Source: 2019 and 2022 surveys. 

The average assessment of the ME’s representativeness remained remarkably sta-
ble, staying below the middle range, since it only increased from 2.70 to 2.74 out 
of 5 between 2019 and 2022. However, this apparent stability at the aggregate 
level is not confirmed, at least not to the same extent, by a more granular analysis: 

out of the 15 CSOs whose responses could be tracked over time,8only one third 
maintained the exact same rating, while six of them increased it and four de-
creased it, all by just one point. Thus, this indicator is more volatile than it ap-
pears. Moreover, the standard deviation increased from 0.85 to 1.05, revealing that 
perceptions are gradually diverging. 

While CSOs do not wholly reject the ME’s representativeness, the average stance 
can be characterised by long-standing and widespread scepticism. This quantita-
tive evidence was reinforced during interviews with CSO members, who recurrent-
ly expressed the view that companies’ engagement with hate speech on their plat-
forms varied depending on whether a monitoring exercise was taking place. As 
one participant put it in an in-person interview in 2019, “No one takes sick leave 
or goes on holidays [in the relevant departments at the European headquarters of 
the digital firms] during the testing period” (personal communication, February 
19th, 2019). Although the Commission does not disclose the precise dates of the 

8. I could not trace the evolution of the responses from CSOs that chose to answer my survey anony-
mously. 
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MEs to the companies, it does provide a broader timeframe, which an interviewed 
Commission official defended as a matter of transparency. Additionally, several 
CSO operatives emphasised, both in 2019 and 2022, that social media companies 
possess the technical means to detect unusual patterns of content flagging, which 
enable them to quickly deduce that a monitoring exercise is underway. 

Thanks to this knowledge, companies have an opportunity to alter their behaviour 
when they are aware they are being observed, a phenomenon known as the 
Hawthorne Effect (Brannigan & Zwerman, 2001). In its 2017 annual report, the 
umbrella organisation INACH regretted that “[t]here was an undeniable bias that 
took place due to the fact that social media companies were informed about many 
details of the exercise, such as when it was going to take place and who was in-
volved” (Berecz & Devinat, 2017a, p. 33). The same network later expanded these 
criticisms stressing that 

social media companies are too involved in the development and organisation of 
the official monitoring exercises. This too deep involvement skews the outcome of 
these exercises and provides an environment that is too biased towards the inter-
ests of the companies. Thus, we repeat it here again, INACH recommends to the EC 
to keep social media companies in the dark, not just about the starting date of the 
exercises, but everything else related to the MEs […]. This is the only way to gain a 
representative and full picture of the efficacy of the CoC (Berecz, 2019, p. 15). 

An interviewed Commission official conceded that the firms are likely aware of 
such monitoring, but pushed back on the notion that this knowledge could influ-
ence their handling of hate speech. 

2.2 Recognising the intrinsic value of the process itself 

Despite their persistent scepticism about the ME’s representativeness, CSOs kept 
participating in the scheme year after year, with their numbers even increasing. 
This counterintuitive trend suggests that they have found value in other aspects of 
their involvement. 

Drawing on insights from representatives of all three sectors during my first round 
of interviews, I hypothesised that, despite their disappointment with the results 
produced by the ME, CSOs valued the existence of the process itself. Therefore, I 
included in my survey a question to assess the extent to which the Code of Con-
duct (including its ME) had contributed to developing the relationship between 
CSOs and different classes of actors: 
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Regarding the issue of hate speech online, how much has the Code of Conduct con-
tributed to develop the relations between your organisation and: a) the platforms b) 
the government of the country you are established in c) other civil society organisa-
tions concerned by the same topic? 

A clear majority of CSOs responded that the Code had no impact at all on their re-
lations with governments (see Graph 2). This outcome is unsurprising, as the 
Code’s operation does not inherently involve public authorities, which played no 
active role in its design or implementation, even though they eventually endorsed 

the overall scheme.9As highlighted during interviews, the few responses indicating 
improved CSO-government relations were tied to national contexts where govern-
ments were already supportive of CSO efforts to combat hate speech. Conversely, 
some Eastern European organisations noted that their national authorities not on-
ly neglected hate speech mitigation but adopted an actively antagonistic stance 
towards the organisations championing this cause. 

GRAPH 2: CSOs’ perspectives on the evolution of their relations with various actors due to the Code 
of Conduct. Source: Author’s compilation from the 2019 and 2022 surveys. 

Even interviewees from public authorities and companies indicated that the Code 
of Conduct had fostered stronger interactions between CSOs and digital companies 
by creating both the incentives and the means to enhance dialogue and collabora-
tion between the two sides. 

This is not coincidental, since one of the industry’s commitments contained in the 
document consisted precisely in “intensify[ing] their work with CSOs to deliver 
best practice sharing on countering hateful rhetoric and prejudice” (European Com-
mission, 2016, p. 3). However, the Code of Conduct appears to have produced ef-
fects beyond this instrumental task. As one of my interlocutors at the Commission 

9. The Commission’s periodic reports are presented before the “high-level group on combating racism, 
xenophobia and other forms of intolerance”, chaired by the European Commission and including ex-
perts from each member state (as well as representatives from CSOs, EU agencies and intergovern-
mental organisations). However, this group is not involved in the concrete operation of the Code of 
Conduct. 

10 Internet Policy Review 14(1) | 2025



stated in 2019, “the function of the monitoring mechanism is not only to test”, but 
also to serve as a “trust-building process among all actors”. 

CSO representatives underscored this dimension as well, noting that following the 
Code’s adoption “the platforms came and looked for us”, establishing (or easing) a 
line of communication. In 2019, a CSO member highlighted that, while they had 
been struggling to have their “trusted reporter” status restored by Instagram, the 
new dynamic created by the Code of Conduct suddenly cleared the path to this 
goal. In a 2022 interview, other operatives described the same pattern occurring 
with TikTok: after joining the Code in 2020, the platform proactively reached out to 
the CSOs involved in the ME to grant them this status and its associated preroga-
tives. 

Starting in 2017, the digital companies began inviting CSOs to yearly meetings at 
their European headquarters in Dublin. Initially, the organisations perceived these 
events with scepticism: in 2019, several interviewees portrayed them as “old 
school”, “public relations” exercises, citing their one-sided nature (“they pontificate 
their guidelines on us”) and the platforms’ control over the agenda (“the important 
topics are left aside”). 

These negative views on the event did not prevent CSOs from recognising that the 
Code had enhanced their relationships with digital companies, as reflected in the 
survey results for both years. This suggests that the strengthened ties were a re-
sult of the Code’s operation itself, rather than being driven by isolated, platform-
orchestrated events. 

After two editions online because of the pandemic, the Dublin meetings returned 
to an in-person format in May 2022. As my second survey was conducted prior to 
this, the responses were unaffected by the upcoming gathering. However, two of 
my interviews, held after the event, described it as “fundamentally different”, not-
ing that the companies demonstrated more eagerness “to listen” and to foster a re-
lationship of “partnership”. One interviewee viewed the introduction of brief one-
on-one talks between CSOs and platform representatives as indicative of this new 
approach. 

In November 2022, the Commission released a one-page annex to the Code, de-
scribed as a “[j]oint statement by trusted flagger organisations and IT companies 
for an action framework on enhanced cooperation” (European Commission, 2022b, 
p. 1). While Twitter initiated the proposal and the Commission facilitated the nego-
tiations with the industry, the CSOs had a say – though a limited one – during the 

11 Michalon



final stages of the process. 

The introductory paragraph of the document emphasises how the Code had 
“forg[ed]” cooperation between CSOs and platforms. The substantive section then 
outlines four areas of action to further develop this relationship, including regular 
meetings to “explore” specific issues, joint efforts to better consider “national con-
texts”, and steps to “increase the visibility of their [CSOs’] efforts” (European Com-
mission, 2022b). It is worth noting that, while the Code itself mainly lists commit-
ments from digital companies (with only two concerning the Commission), its an-
nex fully incorporates the CSOs as parties to the supplementary agreement. 

One year later, an online “advocacy roundtable” brought together the CSOs partici-
pating in the ME and the platforms to discuss the reporting process and the treat-
ment of the notifications, with the aim of repeating the experience in 2024 (IN-
ACH, 2023c). 

The Code of Conduct also fostered closer collaboration among CSOs focused on 
combating hate speech in Europe. The involvement of a growing number of organ-
isations in the ME, encouraged by the Commission to broaden its geographic cov-
erage, expanded the scope of coordination among CSOs. As interviewees ex-
plained, participating in this EU-wide initiative in direct contact with major plat-
forms incentivised CSOs to share best practices, particularly given the wide diver-
sity within this group in terms of experience, resources, practices and even core 
concerns (racism, antisemitism, islamophobia, gender discrimination, homopho-
bia…). In a 2021 report, INACH described how the ME provided a rationale for de-
livering training to organisations beyond its own members: 

INACH Secretariat and Licra, the two coordinating partners of the monitoring 
efforts, held two trainings before the main monitoring exercise. These trainings 
focused on the methodology of the ME, i.e., how long the monitoring period 
would be, how to record the data in our internal Excel sheets and the 
Commission’s system, how to check the reported content and in what time 
increments these checks should be done. With these trainings we aimed to help 
NGOs that were new to this type of monitoring and also to make the monitoring 
process as uniform as possible, so the collected data would be as comparable as 
it could be (Feijoo & Berecz, 2021, pp. 4–5). 

As noted in the same document, these ME-induced training sessions created an 
opportunity for participants to exchange views about the process: “Our participat-
ing members and partners also had valuable input on what could be changed in 
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the monitoring process and/or methodology to make the findings more represen-
tative or just even more in-depth” (Feijoo & Berecz, 2021, p. 5). These discussions 
enabled to point at the platforms’ shortcomings as well: “Multiple partners men-
tioned the communication by the companies towards the reporters and their feed-
back given to complaints, or rather the lack thereof” (Feijoo & Berecz, 2021, p. 5). 
Consequently, a task primarily driven by practical considerations expanded into 
broader talks where opinions about the existing system were articulated and likely 
strengthened through the sharing of similar views and experiences. 

Participating in the MEs also led to a growing institutionalisation of links among 
CSOs. As an INACH member explained in an email they sent to me in April 2019, 
“[The MEs] caused a boom in our membership. The [Code of Conduct] in itself 
would not have had these effects. The MEs were the events that brought in new 
members and strengthened the synergy and cooperation within the network” (per-
sonal communication, April 9th, 2019). 

These initiatives and trends are reflected by the sharp increase in the perceived 
impact of the Code on intra-CSOs relationships between 2019 and 2022, as al-
ready illustrated by Graph 2. Presenting the answers collected from the earlier 

question10as average figures rather than as distribution series more effectively 
highlights that the Code’s impact on CSOs’ relations with their peers is now nearly 
on par with the impact on interactions with digital companies (see Graph 3). 

GRAPH 3: Evolution of the CSOs’ average perception of the development of their relations with 
other actors thanks to the operation of the Code of Conduct. Source: Author’s calculations from the 
2019 and 2022 surveys. 

10. Regarding the issue of hate speech online, how much has the Code of Conduct contributed to develop 
the relations between your organisation and: a) the platforms b) the government of the country you are 
established in c) other civil society organisations concerned by the same topic? 
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Therefore, civil society organisations involved in the monitoring exercise can and 
indeed do simultaneously hold contrasted views on two crucial dimensions of the 
evaluation mechanism. Despite being critical of the outcomes in terms of reliable 
measurement of the platforms’ behaviour, they acknowledge the value that the 
process itself generates in terms of interactions with both their peers and digital 
companies. These dual perceptions of the Code of Conduct’ ME are powerful fac-
tors in explaining why CSOs were both willing and able to launch their own evalu-
ation systems to measure the companies’ actual commitment to tackling hate 
speech on their platforms on a day-to-day basis. 

Section 3 – Alternative measurements by CSOs 
through their own monitoring exercises 

Starting in 2018, various CSO coalitions initiated their own separate “silent” or 
“shadow” monitoring exercises (see for instance Berecz, 2019; OpCode, 2020a). 
While these adjectives implicitly acknowledge the centrality of the ME organised 
by the Commission, this section begins by recalling that certain CSOs had, in fact, 
pioneered this systematic and empirical evaluation of the platforms’ actions to-
wards hate speech before the Commission’s own experiment. 

3.1 Monitoring exercises prior to the one attached to the Code of 
Conduct 

In 2016, the German Ministry of Justice and Consumer Protection formed a “Task 
Force” with YouTube, Facebook and Twitter to “immediately remove hate speech 
prohibited under German Law and provide user-friendly reporting mechanisms” 
(INACH, 2017, n.p.). The German CSO jugendschutz.net, an INACH co-founder, re-
ceived federal funds to monitor the implementation of the platforms’ commit-
ments in three rounds: April-May 2016, July-August 2016 and January-February 
2017. The results revealed disparate evolutions in the companies’ handling of hate 
speech on their platforms (see also Gorwa, 2021, pp. 4–5). 

Jugendschutz.net initially reported illegal content under the guise of regular users 
and, when necessary, as part of the organisation, making its modus operandi strik-
ingly similar to the one applied, later, in the context of the Code of Conduct. More-
over, measurement focused on response time and removal rate, which were two of 
the four indicators that would subsequently be central to the Commission’s MEs 
and annual reports (INACH, 2017). These resemblances draw a direct connection 
between this pioneering initiative and the Code of Conduct’s ME, a parallel that 
was also spontaneously raised by several interviewees. 
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Another precursor to the Code of Conduct’s monitoring mechanism was the “Re-
search, Report, Remove” project, coordinated by INACH and funded by the Euro-
pean Commission under the Rights, Equality and Citizenship (REC) Programme. Six 
CSOs, including again jugendschutz.net, participated in six testing rounds between 
May 2016 and September 2017, which partially overlapped with the two first offi-

cial MEs.11Its methodology was noticeably distinct from both the earlier initiative 
and the Commission’s subsequent ME, especially in its inclusion of websites, fo-
rums and blogs in addition to platforms, as well as the use of several sui generis in-
dicators (Berecz & Devinat, 2017b). However, the project’s geographic coverage 
and its nature – featuring CSOs from different EU states – foreshadowed a defin-
ing characteristic of the mechanism the Commission set up by the end of 2016. 

3.2 Alternative monitoring exercises, modelled from the Code of 
Conduct 

In the years following the adoption of the Code of Conduct in 2016, different and 
often overlapping coalitions of CSOs launched their own monitoring exercises. 

These shared some salient characteristics. First, they were supported by EU funds, 
delivered under financing programmes or tenders. Second, their promoters devised 
and promoted them with the explicit intention of enhancing the assessment of the 
digital companies’ adherence to the Code and “unearth[ing] some issues that the 
official [exercises] could not” (Berecz, 2019, p. 5). Third, their methodology repli-
cated that used for the official MEs and relied on the same four primary indicators: 
types of hate speech, removal rates, timely responsiveness and feedback provided 
to flaggers. Fourth, the abovementioned umbrella organisation INACH provided lo-
gistical support and/or coordination services for data collection. 

Between 2018 and 2020, the French CSO Licra coordinated the EU-funded sCAN 

Project.12It included the implementation of two MEs of their own with the aim of 
“strengthening […] the monitoring exercises set up by the European Commission” 
(sCAN, 2020, p. 2). In addition to the nine sCAN members, a few other CSOs joined 
the initiative, further confirming the earlier point that the Code of Conduct has fos-
tered cooperation among like-minded groups. 

In their 2019 and 2020 annual reports, sCAN members presented indicators based 
on data they had gathered themselves, spanning two official MEs coordinated by 

11. These were applied in November-December 2016 and May-June 2017. 

12. Its full name is “Platforms, Experts, Tools: Specialised Cyber-Activists Network (2018-2020)” under 
the Project ID 785774. 
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the Commission (the fourth one in 2018 and the fifth in 2019) and two MEs con-
ducted as part of the sCAN Project (one in 2019 and the other in 2020). They ap-
plied their own processing methodology to all the data, irrespective of its context 
of recollection. 

The sCAN methodology differed noticeably from that of the Commission. For in-
stance, sCAN reports systematically broke down indicators into data obtained 
when participating CSOs posed as regular users versus when they openly acted as 
trusted reporters, a distinction the Commission reports applied only occasionally. 
Another telling discrepancy was that while the Commission focused on the per-
centage of reported content assessed within 24 hours, the sCAN Project indicated 
the proportion of content removed within this timeframe. 

These divergences, that an interviewed leading actor in the sCAN Project explicat-
ed as “editorial choices”, singularly undermine any attempt to compare the figures 
presented in these documents with the ones shown in the Commission’s imple-
mentation reports. This state of affairs demonstrates that sCAN members did not 
seek to frontally question or disqualify the reliability of the Commission’s reports 

by offering a comparable counterpoint.13In using their own metrics, sCAN partici-
pants rather aimed to point at specific shortcomings in the platforms’ treatment of 
the notices, by fine tuning the presentation of their own results in a way that per-
mits to highlight their central concerns. 

Thus, the sCAN reports provide a useful way for comparing the platforms’ timely 

responsiveness14as measured when sCAN members collected data in the context 
of the official MEs – where companies are suspected of being aware that they are 
underway – and in the context of the alternative ones, where firms are less likely 
to have such knowledge (see Graph 4). 

13. Furthermore, sCAN members presented the figures from the official and alternative monitoring ex-
ercises in separate sections of its reports and did not include graphics comparing results from the 
different MEs. This approach confirms that sCAN participants did not intend to highlight the exist-
ing contrasts. I have designed Graph 4 so to emphasize the differences between these results in a 
way that the sCAN reports do not. 

14. “Timely platform responsiveness” refers to the proportion of flagged hate speech that the platforms 
addressed within 24 hours or less. The Code sets the goal of having a majority of reports being re-
viewed within this timeframe. 
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GRAPH 4: Reported contents removed within 24 hours by digital companies, in the official and the 

sCAN’s monitoring exercises. Source: Author’s calculations15from sCAN, 2019, 2020. 

As shown in Graph 4, the sCAN figures support the CSOs’ claims about the limited 

representativeness of the official MEs. Indeed, barring few exceptions,16the plat-
forms’ timely responsiveness is consistently higher, sometimes significantly so, 
during the official testing rounds compared to those conducted under sCAN. 

In 2020-21, five CSOs from Estonia, Poland, Romania, Slovakia and Spain executed 

the OpCode Project.17They conducted three testing rounds in their respective 
countries to “verify the social media platforms’ Code of Conduct compliance in var-
ious periods of time when IT companies are not scrutinised by the European Com-
missions’ official Monitoring Exercises” (OpCode, 2020b, p. 2). Interestingly, their 
first cycle was synchronised with sCAN’s second test, and the data collected were 
incorporated into the corresponding report as well (sCAN, 2020, p. 4), showcasing 
another instance of cooperation among different groups of CSOs. 

Even though they relied on the same primary indicators as the other MEs, Op-
Code’s three reports introduced variations to address their own concerns. Notably, 
they chose to present their data in a highly granular manner, breaking them down 
by platforms, types of hate speech, and country. This approach highlighted the sig-
nificant disparity in outcomes depending on the national context: while platforms 
assessed 98% of reported content in Estonia (n=48) and Slovakia (n=122), this 
number was only 2% in Romania (n=100) (OpCode, 2020b, p. 7). 

15. These percentages are the weighted averages of the data collected by sCAN participants in the 
context of the two official MEs, and in the context of the two MEs they applied independently as 
part of the sCAN Project. 

16. Noticeably, in Graph 4, section 4.1, the results for Instagram deviate from the overall trend. This can 
be explained by the fact that the samples for this platform were noticeably smaller than those for 
the others – on the order of tens instead of hundreds. 

17. Its full name is “Open Code for Hate-Free Communication” under the Project ID 850419. 
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Additionally, most of the data were expressed in absolute terms instead of per-
centages. This choice, along with the presentation of results primarily along na-
tional lines, complicates direct comparisons with the Commissions’ figures. A con-
trasting exercise could even be considered pointless, given the small sample of 
countries covered in the OpCode MEs. 

In their conclusions, the OpCode reports insist not only on the platforms’ low re-
sponsiveness in general but also on the “disproportionate cross-national ap-
proaches regarding the hate speech phenomenon” (OpCode, 2020a, p. 2) and the 
effect of the pandemic-specific challenges (such as disinformation) in distracting 
the platforms from addressing hate speech content (OpCode, 2020b, p. 5). They al-
so stress that, whenever possible, reporting as “trusted flaggers” very significantly 
increases the chances of achieving content removal (OpCode, 2021, p. 6). 

Starting in 2021, Licra and INACH have been coordinating a “shadow monitoring 
exercise” involving rotating groups of five CSOs from different EU states and fi-
nanced under a Commission’s tender. In contrast to the other aforementioned CSO-
produced reports, results from the shadow MEs were presented side-by-side with 
the numbers from the closest official ME, in graphs that facilitated comparisons 
(see Figure 1). 

FIGURE 1: Graph from a Shadow Monitoring Report comparing results from two distinct MEs. 
Source: (Berecz et al., 2022, p. 4). 

This enabled the CSOs to sharpen their criticisms regarding the differences in plat-
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form behaviour during the official MEs and outside them.18For instance, one of 
these reports concluded that “[t]he findings of the first 2021 shadow monitoring 
clearly show the relevance and importance of continuing this type of monitoring 
activity. The companies did mostly worse in all indicators showed [sic] in this re-
port” (Feijoo & Berecz, 2021, p. 7). These documents also highlighted the wide dis-
crepancies in hate speech treatment depending on the country from which each 
case was submitted. 

In January 2023, INACH and 21 CSOs launched the SafeNet Project,19supported by 
European funds for a two-year period. This initiative was noticeably more ambi-
tious than its predecessors, not only due to the number of participants but also for 
its continuous nature, aiming to address the central flaw of the official system – 
namely, the ability of companies to adapt their efforts when a monitoring exercise 
is underway. The project covers five major platforms, adding TikTok to the four al-
ready covered in previous alternative testing mechanisms. 

According to an interview with an INACH member actively involved in designing 
and implementing SafeNet, the Commission had been “strongly suggesting” the 
establishment of continuous monitoring and was “very pleased” that the project 
eventually materialised. 

The intermediate results of the continuous ME are presented every two or three 
months as consolidated figures since the start of the programme. Each release in-
cludes a main document with aggregate figures from all the CSOs, alongside 19 
other documents providing nationally-based statistics (INACH, 2024). 

The reports, called “factsheets” like the Commission’s own, are limited to four 
graphs – one for each key indicator. A fifth and final page is dedicated to a very 
short summary on the general trends observed. The figures are not broken down 
per regular user or trusted reporters, which simplifies comparisons with the official 
reports, although absolute values are provided instead of percentages. 

The latest SafeNet report reveals that, during 2023-24, most digital companies 
have, on average, fallen significantly short of their commitments under the Code of 
Conduct. This trend is particularly striking given the sample size, which ranges 

18. According to Figure 1, Instagram is the only platform performing better in the shadow monitoring 
exercises than in the official ones. The authors of the sCAN report suggest that “most likely it has 
more capacity in the countries that participated in the shadow exercise than globally within the 
whole of the EU” (Berecz et al., 2022, p. 5). 

19. Its full name is “Monitoring and Reporting for Safer Online Environments” under the Project ID 
101084457. 
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from over 1,700 to more than 7,200 cases per platform (INACH, 2023b) (see Graph 
5). 

GRAPH 5: Platform responsiveness to hate speech notices in SafeNet and Commission MEs. Source: 

(European Commission, 2022a, and author’s calculations20from INACH, 2023b). 

In summary, although reports from the four alternative MEs present data in varied 
formats, they consistently reflect the CSOs’ expectations for platforms to fulfil their 
commitments on hate speech moderation, alongside their frustration over the sig-
nificant room for improvement. Explicitly or not, these documents reinforce claims 
by CSOs that the figures produced by the Commission’s MEs fail to accurately rep-
resent the digital companies’ routine handling of such content. 

In addition to developing these initiatives alongside the official monitoring exer-
cises, CSOs have also in parallel formalised and systematised their involvement in 
the official MEs themselves. 

Section 4 – A growing role for CSOs in the monitoring 
exercises, up to a certain point 

Participating in official and unofficial MEs had a transformative impact on most 
CSOs, requiring them to channel energy and resources into tasks with which many 
of them were initially unfamiliar. For INACH, this involvement led to an increasing-
ly prominent coordinating role, gradually taking on functions traditionally within 
the Commission’s purview. In retrospect, certain developments in the earlier stages 

20. The figures in the SafeNet reports had simply to be converted from absolute numbers to 
percentages. 
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of the MEs can be seen as precursors to this evolution. 

4.1 Novel and demanding additional functions for CSOs 

CSOs have been experiencing a trend toward greater involvement in the MEs. For 
most, participating in these testing rounds was not a natural extension of their 
usual activities but rather a new and challenging endeavour. According to “Facing 

Facts”, another network of CSOs,21adding this task to their agenda “led to a signifi-
cant stretch in resources (time, human and financial)” and dented their capacity to 
continue executing their “core civil society activities such as capacity building and 
advocacy” (2022, p. 19). To assess how demanding the MEs are at several levels for 
the involved organisations, I included in my two surveys a question that asked: 

Taking the normal functioning of your organisation as a reference, how would you eval-
uate the additional effort that is being required by your reporting to the European 
Commission of the answers (eventually) given by the platforms to your flagging of hate 
speech content, during the monitoring period, in terms of the following: a) Human re-
sources b) Time c) Spending? 

The collected responses confirmed that such involvement is costly at multiple lev-
els, although the situation has reportedly slightly improved between 2019 and 
2022 (see Graph 6). 

GRAPH 6: Additional efforts required from CSOs for participating in MEs. Source: Author’s 
calculations from surveys conducted in 2019 and 2022. 

21. A high proportion of its 34 members are also INACH members and/or participated in the MEs (Fac-
ing Facts, 2024). 
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While initially participating in these exercises without economic compensation in 
return, some CSOs began receiving funding from 2018 through the aforemen-
tioned European projects. These funds supported the organisation of alternative 
MEs as well as their involvement in the official ones. While this financial backing 
alleviated a significant part of the economic burden, it also further entrenched 
their engagement in these tasks and institutionalised their role within the mecha-
nism. 

4.2 The early CSO involvement, stopping short of more ambitious 
plans 

Unlike the development process of the Code of Conduct itself (Michalon, 2024, p. 
109), there is scant information about how and by whom exactly the monitoring 
exercise was devised. It is known, however, that the Commission played a critical 
role in shaping the methodology of the exercise it introduced in October 2016, 
drawing on insights from the jugendschutz.net experience outlined earlier. 

Interviews with key CSO members and two Commission officials revealed that 
some organisations contributed to defining the core features of the ME, such as 
the fact that content would be first reported as a regular user and then, if needed, 
through trusted reporter channels. INACH’s input was especially significant, as it 
developed the Excel template that served as the technical basis for data collection 
in the first MEs, before being replaced by an EU survey tool. While the methodolo-
gy’s underlying logic has remained unchanged over the years, it has undergone 
gradual refinements, with participant CSOs reportedly providing feedback and in-
put throughout the process. 

Before validating the definitive ME methodology, the Commission had considered 
entrusting INACH with the tasks of collecting and processing data, as well as pro-
ducing the reports following each monitoring exercise. However, the Commission 
ultimately reversed course and opted to retain direct control over most of these 
strategic dimensions, assigning INACH only the role of gathering data collected by 
its own members. According to my interlocutor from the umbrella group, this deci-
sion reflected the Commission’s desire to maintain control over aspects critical to 
the overall success or failure of the Code of Conduct, especially in a context where 
trust among the parties still had to be built. Recent developments appear to con-
firm that this latter expectation has since then been met. 

22 Internet Policy Review 14(1) | 2025



4.3 An ongoing transfer of responsibility, but tightly circumscribed 
to operating the ME 

As described earlier, the Commission has been collaborating closely with INACH 
since the inception of the ME. This partnership was later formalised by a “Frame-
work Partnership Agreement” covering 2018-2021, which was renewed for 
2022-25 and led to the umbrella organisation gradually taking on more ME-relat-
ed tasks. 

There is no lack of evidence of INACH playing an increasingly important role. 
Some of these signs can seem to be confined to practical matters, such as jointly 
deciding the dates for the ME or serving as the designated intermediary between 
CSOs and platforms to address technical or other issues arising during the official 
monitoring exercises. 

Other new practices touch upon fundamental traits of the ME. As a result of its in-
creasing membership over the years, INACH is now coordinating more than half of 
the CSOs involved in the testing rounds. The call for participating in the 2023 ME 
was issued not by the Commission but by INACH itself, which would then select 
the applicants and allocate the available resources: “INACH will aim to evaluate 
the proposals by the 24th of March and will start notifying the chosen NGOs after-
wards” (INACH, 2023a, p. 2). Consequently, the umbrella organisation was assum-
ing a full-fledged decision-making role in a key operational dimension of the 
mechanism. 

However, the Commission eventually called off the 2023 ME.22Instead, it invited 
INACH to organise a third shadow monitoring exercise in September-October, us-
ing the funds initially allocated for the official testing round. It repeated the same 
pattern in 2024. It remains to be seen whether this shift to CSO-managed MEs was 
merely a response to a contingent situation or foreshadows a lasting change. In 
any case, it suggests that the Commission is now considering delegating the task 
of monitoring the platforms’ adherence to the Code of Conduct to the CSOs, either 
temporarily or permanently. 

This approach is consistent with the trend observed in recent years, with the Com-
mission progressively scaling down its involvement in the MEs. Its initial role as an 
intermediary between CSOs and digital companies in monitoring the Code of Con-

22. The Commission did not communicate publicly about this decision. Contacted in February 2024, my 
interlocutor at the EU institution explained it was due to the ongoing revision of the Code. On the 
same topic, a CSO operative indicated that the Commission, in a “diplomatic” move, did not want to 
add “extra pressure” on companies amid a negotiation process with them. 
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duct laid the groundwork for meaningful cooperation between these two sectors. 
According to several interviewed CSO members, these new conditions now allow 
the Commission to gradually hand over this burdensome coordinating function to 
civil society groups. The same persons also suggested that the entire operation of 
the official MEs, including the publication of the reports, could very well be left in 
the medium term to the “CSOs sphere”, with a Commission’s role limited to funding 
the system. 

Nevertheless, this trend toward empowering CSOs in the monitoring area has not 
extended to the definition of the substance of the Code of Conduct itself. In March 
2023, the Commission and the platform companies opened negotiations, which 
eventually ended by mid-2024, to revise the Code of Conduct in order to “improve 
its preventive capability” and align the document with the requirements of the 
Digital Services Act (DSA) (European Commission, 2023, p. 7). 

Despite their repeated calls, CSOs have not been invited to participate in the 
process and have not been informed either about its development. According to 
CSO operatives, the Commission argued that this was already the case when the 
Code was first created. This factual remark, recalling a choice that had been criti-

cised back then,23highlights that despite civil society organisations’ increasingly 
relevant and effective role in the operation and management of the monitoring 
exercise, they were unable to gain a foothold in the negotiations that would define 
the new content of the Code of Conduct. 

This restricted perimeter underscores the limited scope of the CSOs’ role exten-
sion: their involvement is encouraged by the Commission and welcomed by com-
panies as long as there is a functional motive to do so. In contrast, these same ac-
tors continue to set aside civil society members from the redefinition of the plat-
forms’ core commitments to combat hate speech online. 

This exclusion runs counter Article 45 of the Digital Services Act (DSA), which en-
shrines codes of conduct into the governance of online activities and identifies a 
broad range of “relevant stakeholders”, including CSOs, as qualified participants in 
the “drawing up” of such agreements. Since this legal disposition prompted the re-
vision of the Code conducted between March 2023 and mid-2024, there was a 
compelling rationale to involve CSOs in updating its content. 

The absence of CSOs from these discussions is paradoxical given that, according to 

23. Access Now and EDRi, respectively a CSO and an umbrella group, had forcefully denounced this ex-
clusive format (EDRi, 2016). 
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a Commission official, the aforementioned DSA provision on including civil society 
actors in drafting codes of conduct was itself inspired by the practice, pioneered in 
the context of the Code, of meaningfully engaging such actors (Klingvall, 2023b). 

Conclusion 

This research yielded findings at both empirical and theoretical levels. 

On the empirical side, the study enhances our understanding of the operational 
dynamics of the mechanism adjunct to the Code of Conduct. First, I demonstrated 
that, despite their recurrent criticisms regarding the uneven implementation of the 
firms’ commitments under the Code across time and national contexts, CSOs value 
the process for fostering closer relationships with both their peers and platform 
companies. Second, I outlined how different groups of CSOs have conducted their 
own monitoring exercises to support their claims and exert additional pressure on 
firms. I also showed that, by supporting these initiatives, the Commission has been 
consistent with its tendency to transfer more and more operational dimensions of 
the testing rounds to these expert and advocacy groups from civil society. While 
many of them were initially unfamiliar with such functions, this process has led to 
what Facing Facts (2022, p. 17) described as the “institutionalisation of the role of 
CSOs in monitoring the implementation of the Code of Conduct”. Third, I raised the 
point that the exclusion of CSOs from the recent negotiations for a revised Code 
underscores the limits of this expansive logic, which remains confined to the spe-
cific domain of monitoring. 

On a broader and more abstract level, the theoretical findings inform how the 
Code of Conduct and its monitoring mechanism fit into a co-regulatory model. Dur-
ing the design stage, only two types of participants – a public authority and a few 
private companies – were involved in negotiating the document. Therefore, recall-
ing the distinction outlined in the first section of this paper between the two 
threads in defining co-regulation, the conditions in which the Code itself was craft-
ed in the first place would only allow it to qualify as a co-regulatory endeavour un-
der the “bilateral” perspective. Conversely, the development phase of the Code 
would not meet the threshold for co-regulation according to the “multilateral” ap-
proach, which requires the participation of a broader set of stakeholders. 

Nevertheless, the Commission’s decision to actively involve CSOs in monitoring the 
companies’ adherence to their commitments allows to transcend any potential de-
bate between advocates of the two views on whether the initiative constitutes a 
co-regulatory scheme, as it incorporated a third category of actors into the evalua-
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tion mechanism. Moreover, both the formal responsibilities assigned to CSOs and 
their subsequent efforts to expand their role beyond these functions, as described 
in this paper, support the point that they had a meaningful contribution to the 
scheme, as opposed to a merely symbolic one. These developments strengthen the 
argument that the Code of Conduct, viewed holistically to include its monitoring 
exercise, satisfies the criteria for being of a co-regulatory nature. 

That being said, this research offers nuanced conclusions regarding the scope of 
CSO involvement within the co-regulation of hate speech online in the EU. While 
their contribution to the implementation side is recognised, encouraged and sup-
ported, this does not extend to policy-making. In other words, CSOs are a key third 
party, yet their involvement remains confined to this status: a third party with a 
central role in the operational aspects of a governance system, without being 
blended into the decision-making processes that determine the system’s overall 
shape and functioning. 

Thus, this paper highlights both how a given system was developed along a co-
regulatory logic, and how, within this logic, actors from civil society were able to 
expand their role, but only up to a certain point. 
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